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ChatGPT爆火引发“饭碗焦虑” 暗藏侵权风险 专家建议

**立法促进人工智能快速健康发展**

本报记者　赵晨熙

　　智能聊天机器人ChatGPT“惹祸”了。
　　近日，一则关于浙江省杭州市3月1日起取消限行的“新闻稿”引发广泛传播，但随后被曝出是某小区业主在“测试”ChatGPT写稿能力时搞出的乌龙事件，目前警方已介入调查。
　　ChatGPT是近期热门话题之一，作为一款人工智能语言模型，它不仅能和人展开互动，还可以写文章、制定方案，甚至编写代码，上线仅两个月全球活跃用户破亿，但其背后暗藏的法律风险及如何将这类人工智能软件用到实处等问题也引发各界热议。
　　2月16日，由中国法学会立法学研究会、中国人民大学法学院主办，北大法宝协办的新时代立法理论与实践系列讲座以ChatGPT对法律人工智能研发和立法的影响为主题，开展研讨。
　　中国人民大学法学院院长黄文艺在研讨会上指出，新时代立法理论与实践系列讲座的显著特色是跨界协同、跨界融合，体现在立法理论界和实务界的协同融合、法学界和法律数据平台企业的协同融合、法律界与科技界的协同融合、校企协同协作等多方面。搭建跨界学术交流平台能够推动中国自主的法学知识体系建构，具有重大意义。
　　北京大学法学院教授、中国法学会经济法学会会长张守文指出，近期关于ChatGPT的思考，涉及从技术到产业、从哲学到伦理、从社会到法律等多个不同维度。国内法学界对于人工智能已经有了大量研究，人工智能在立法乃至整体法治体系各环节的研究过程中能够发挥什么作用，以ChatGPT的突破为契机，必将引发新一轮研究热潮。
　　随着ChatGPT等人工智能的发展，未来有可能由此带来一系列法律问题，中国法学会立法学研究会顾问、天津市人大法制委原主任委员高绍林建议考虑通过国家立法来对其进行规制。
**人工智能应用仍存局限性**　　“ChatGPT这么牛，我们以后是不是要失业了？”“知识储备丰富，写作能力这么强，以后写作类工作完全可以交由AI完成了吧。”……随着关注度越来越高，ChatGPT的“卓越能力”也令不少人开始陷入“饭碗焦虑”，担心未来大量工作将会被人工智能所取代。
　　“ChatGPT是通用人工智能的有益尝试，具有里程碑意义。”北京大学王选计算机研究所研究员赵东岩指出，ChatGPT实际上是一种大规模预训练语言模型，与此前一些基于对话的语言模型相比，ChatGPT在对话能力、知识问答能力、文本生成能力上有显著提升。
　　在赵东岩看来，虽然以ChatGPT为代表的人工智能看似拥有强大的问答能力，但此类技术的研发并非是为了对人进行替代，而是作为人类的辅助帮手，因为它在很多方面还具有局限性，这也是人们在和它互动时需要特别注意的。
　　ChatGPT强大的知识储备引得网友们频频向其发问，不管什么问题，它都能回答得“游刃有余”，也被网友们戏称为“问不倒”。但也有不少网友发现，ChatGPT经常也会出现“一本正经的胡说八道”。
　　“这类人工智能虽然拥有海量数据，但得出的答案却缺乏可解释性，数据来源无法进行事实核查。”赵东岩注意到一个例子，中国工程院院士袁亮是我国著名采矿工程及煤矿瓦斯防治专家，但有网友通过ChatGPT得到的详细介绍中，却称袁亮院士从事的是电子和半导体领域研究。
　　“不熟悉袁亮院士的人很容易被这种头头是道的回答所迷惑，导致对事实出现偏差。”赵东岩提醒，ChatGPT的线上数据库包含大量互联网用户自行输入的信息，并不能保证其真实性，甚至有可能被人用错误内容恶意利用，对此应当予以警惕。
　　在赵东岩看来，人工智能应用对于需要有专业知识的行业，需要做严谨解释验证的行业，还是存在很大的局限性。比如，律师在实际工作中，需要对大量信息消化后加以综合，并撰写法律意见，这些显然是人工智能所不具备的。从目前发展来看，其未来有可能应用的领域可能会集中在搜索引擎和写作助手方面。
**需关注相关数据保护问题**　　只需简单发问，就能帮你写出一篇既有新意，又富真情实感的情书；只要几个关键词，就能替你创作出一篇逻辑严谨的小作文……作为ChatGPT的“招牌”之一，如此快速高效的内容创作能力让不少网友对人工智能生成内容的著作权问题产生了疑惑。
　　著作权法第二条规定，中国公民、法人或者非法人组织的作品，不论是否发表，依照本法享有著作权。
　　对此，《法治日报》律师专家库成员、康达律师事务所高级合伙人杨荣宽认为，在当前法律框架和司法实践中，人工智能只是人的一种工具，不能成为作者，不能成为著作权主体。但如果类似ChatGPT这类人工智能生成的诗歌散文等具有一定的独创性，能以某种外在形式表现，则可以认定为作品，受到著作权法保护。
　　当前针对人工智能生成的作品是否能够构成作品，学界仍然存在争议，而人工智能在生成文字过程中，可能会对一些受著作权保护的文本、代码等进行“借鉴”，也极有可能涉及侵犯知识产权或数据剽窃等问题。
　　在中国人民大学法学院教授丁晓东看来，随着人工智能的不断发展，未来一个需要重视的问题是类似ChatGPT这样的人工智能产生的数据是否受到保护，如果采取加工数据受保护的政策，那么其产生的数据不管能否被认定构成作品，均会受到保护。如果扩充知识产权的公有领域，更多强调数据的互联互通，数据共享，那么未来人工智能生成数据侵权的风险将降低，但相应也会导致其自身产生的数据受保护力度降低。
　　2022年12月19日，中共中央 国务院印发《关于构建数据基础制度更好发挥数据要素作用的意见》（以下简称“数据二十条”）。丁晓东认为，在“数据二十条”出台背景之下，人工智能产生数据应如何保护，是个关键性问题。
**应推进人工智能立法**　　人工智能虽然不能完全替代人类工作，却能为人类工作提供有力支持。高绍林举例称，比如法治调研就可以利用人工智能支持，因为有关立法规划计划的意见来源复杂，种类繁多，质量参差不齐，人工智能可以辅助进行搜集、整理、筛选。
　　在高绍林看来，随着ChatGPT等类似应用越来越火热，未来一系列因为生成式人工智能引发的社会问题也将爆炸式增长，由此带来一系列法律问题，迫切需要通过立法来进行规制。
　　2022年10月，美国白宫发布了《人工智能权利法案蓝图》，旨在指导自动化系统的设计、使用和部署，保护美国公众个人数据不被人工智能算法滥用。2022年12月6日，欧盟理事会就欧盟委员会起草的《欧盟人工智能法案》达成一致意见，该法案管辖的人工智能系统包括各种机器学习，基于逻辑和基于知识的工具，包括推理、演绎引擎、专家系统、知识表示等。
　　“欧美人工智能法案的出台，也将影响我国人工智能及其技术的跨境研发应用，需要加强国内立法来予以应对。”高绍林指出，从我国现行法律基础来看，民法典、网络安全法、数据安全法、个人信息保护法等都涉及数据、信息和人工智能问题。此外，当前我国有关数据要素、人工智能的地方立法也有很多，为系统研究国家层面人工智能立法奠定了基础。
　　2016年，贵州省制定《贵州省大数据发展应用促进条例》，成为中国首部大数据地方性法规，将大数据发展纳入法治轨道。此后，全国各地相继出台数据方面地方性法规30余部、政府规章46部。这些地方性法规有的全面规范数据要素市场，比如《深圳经济特区数据条例》和《上海市数据条例》；有的主要规范政府机关等公共数据管理，比如《浙江省公共数据条例》；还有的是为了促进大数据应用，比如《天津市促进大数据发展应用条例》。
　　高绍林建议，应抓紧启动人工智能立法专项研究，统筹规划有关人工智能的法律、行政法规、部门规章、技术标准等，加快推进人工智能立法。
　　ChatGPT的成功不仅得益于算法优、算力强，同时还得益于数据参数大。大数据相当于人工智能学习的空气、水和食物，没有数据，人工智能发展无从谈起。因此，高绍林认为，在研究人工智能立法的同时，可以优先研究启动数据要素立法。
　　当前，针对数据要素，我国出台了数据安全法、个人信息保护法、政府信息公开条例等法律规范，但由于数据权属、数据价值、数据交易规则等数据要素的基础性法律制度还没有建立起来，也制约着数据要素市场发展和人工智能发展。高绍林建议从国家层面抓紧启动数据要素立法研究工作，建立起基础性制度，促进数据的开放共享和数据要素在全国范围内合理流动，为国家人工智能技术发展奠定大数据基础。
　　“以ChatGPT为代表的人工智能的出现对传统法律体系、法律规范形成了一定冲击，对人工智能立法规制既要积极又要慎重，既要严格规范又要适度宽容。”高绍林指出，人工智能立法要在坚持发展的基础上坚守安全底线，妥善处理好发展、安全和保护个人信息三者之间的关系，要坚持三者的有机统一，构建促进和保证人工智能快速健康发展的法律规范体系。